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Using a longitudinal household panel dataset in the UK, where a significant proportion of the
interviews are conducted in September each year, we are able to show that the attacks of September
11 resulted in lower levels of subjective well-being for those interviewed after that date in 2001
compared with those interviewed before it. This quasi-experiment provides one of the first examples
of the impact of a terrorist attack in one country on well-being in another country.

Terrorism is a major negative externality (Frey, 2004). Some costs of terrorism are very
direct and relatively easy to measure, such as the value of lives lost and reduction in
national output, whereas others are more indirect and much more difficult to measure,
such as increased fear and anxiety. One of the most recent and well-known terrorist
attacks is that of 11 September 2001 in the US. It has been shown that the attacks had
detrimental effects to the economy in the US, particularly in the New York region
(Chernick and Haughwout, 2006) as well as intangible psychological costs (Galea et al.,
2002; Schlenger et al., 2002).

The indirect effects of terrorism, which might be large in their own right, could
extend beyond national borders as they dominate media coverage (Eisensee and
Strömberg, 2007). It is very difficult to identify the causal effects of terrorist attacks on
individuals, regions or countries since there are sometimes no good comparable
counterfactuals. As a result of this, one way of gauging the well-being consequences
and, therefore, value of the indirect negative externalities would be through a stated
preference study, which would elicit a direct willingness-to-pay (WTP) for a reduction
in the risk of a terrorist attack. Smith et al. (2009) found that US individuals have a
positive WTP for an anti-terrorism defence policy (between $100 and $220 annually per
household). Similarly, using a random utility model, Viscusi (2009) found that
reductions in deaths from terrorism have a value almost twice as great as reductions in
deaths from natural disasters, suggesting a large premium for dread risk. To identify
the international negative spillovers of the 9 ⁄ 11 attacks in the UK, for example, we
could ask the UK population how much they are willing to pay to eliminate the risk of
terrorist attacks in another country, such as the US. This hypothetical WTP approach,
however, has already been heavily debated and contested (Mitchell and Carson, 1989;
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Diamond and Hausman, 1994; Ariely et al., 2003), and is only one method of valuing
non-market goods.

Another way is through people�s experienced utility (Kahneman et al., 1997; Dolan
and Kahneman, 2008), or what we describe as subjective well-being (SWB). This
approach has already been used to determine the impact of income (Stevenson and
Wolfers, 2008), unemployment (Clark and Oswald, 1994) and public policies (Gruber
and Mullainathan, 2005) on SWB. It has also been used to determine the impact that
non-market goods have on SWB (e.g., van Praag and Baarsma, 2005; Dolan and
Metcalfe, 2008; Luechinger, 2009). The use of SWB has shown to be a valid and reliable
indicator of well-being (Diener et al., 1999; Krueger and Schkade, 2008), especially
since evolution may have created the sensation of happiness exactly to affect our
behaviour (Rayo and Becker, 2007).

This study presents the first causal evidence of an international spillover of terrorism
using people�s SWB. We use the British Household Panel Survey (BHPS) to examine
how the 9 ⁄ 11 attacks in the US had detrimental effects on the SWB of residents in the
UK. The BHPS allows us to examine the 9 ⁄ 11 attacks in a quasi-experimental setting –
the interviews are randomly completed in the first few weeks of September, which is the
novel feature of our study. The BHPS is administered annually, with a significant
proportion of the surveys taking place during September in a random manner. So
comparing the SWB levels of the UK population in the periods before and after 11
September in 2001, and comparing this with the same residents in 2000, provides us
with a novel and powerful quasi-experiment.

We find that the 9 ⁄ 11 terrorist attacks lower the levels of SWB of those UK residents
who answered the survey after 11 September in 2001. This effect is large and robust to
a number of alternative specifications and samples. By controlling for balanced ⁄
unbalanced panels, attrition, the ordinal nature of SWB data, duration after attacks,
seasonality and household structure, we still find that the attacks had a significant
negative impact on SWB in the UK. The negative effects lasted until the end of
November in 2001 and then dissipated. The magnitude of the average treatment effect
(ATE) is at least equal to one-third of the size of the negative impacts of widowhood.
The findings provided in this study are, to the best of our knowledge, the first evidence
of its kind on an international spillover effect of terrorism.

1. Background

Terrorism and terror attacks have long been a major international problem, with
potentially serious consequences for human welfare (Frey et al., 2007). The attacks of 11
September 2001 were one of the most prominent acts of terrorism in recent times but
just what are the consequences of such attacks? Economists use the underlying exo-
geneity of terrorist attacks as a way of establishing the causal relationship from those
attacks to various economic outcomes, such as tourism (Enders et al., 1992), national
output (Abadie and Gardeazabal, 2002; Eckstein and Tsiddon, 2004), net foreign direct
investment (Abadie and Gardeazabal, 2008) and urban expansion (Blomberg and
Sheppard, 2007). Terrorism, however, only directly affects a small fraction of the capital
stock (Becker and Murphy, 2001) and it does not affect all economic outcomes (Glaeser
and Shapiro (2002), find that terrorism has not altered the urban composition, that is
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people still want to live and work in the attacked areas after being attacked). The well-
being consequences of terrorism have also been studied in terms of the birth weight of
babies in areas with a higher concentration of land mines, where the causal mechanism
is thought to be the effects on the stress of mothers during pregnancy, especially during
the third trimester (Camacho, 2008).

The terrorist attacks of 11 September 2001 have stimulated quite a bit of research in
their own right. For example, there is now evidence to suggest that the attacks had a
detrimental effect on the financial market (Chen and Siems, 2004; Straetmans et al.,
2008) and New York�s fiscal position (Dolfman and Wasser, 2004; Chernick and
Haughwout, 2006). It has also been shown that the 9 ⁄ 11 attacks reduced the demand
for air travel (Blunk et al., 2006; Blalock et al., 2007), with estimates ranging from $14 to
$43 billion a year (Santos and Haimes, 2004) to $214 to $420 billion a year (Gordon
et al., 2007). There was also a significant increase in the number of fatal traffic acci-
dents after 9 ⁄ 11 (Gigerenzer, 2004; Su et al., 2009), which has been found for other
terrorist attacks (Stecklov and Goldstein, 2004).

In terms of the intangible effects of 9 ⁄ 11, it has been found that survivors from
damaged buildings of the attacks reported substantial physical and psychological
health problems three years after the event (Brackbill et al., 2006). Post-traumatic stress
disorder (PTSD) has been shown to be associated with direct exposure to the 9 ⁄ 11
attacks and the prevalence of PTSD in the New York City metropolitan area was sub-
stantially higher than elsewhere in the country (Galea et al., 2002; Schlenger et al.,
2002) – although there were no comparisons of PTSD before the attacks. Eidelson et al.
(2003) find a significant increase in the amount of work – in terms of the number of
clients – received by psychologists working closest to Ground Zero compared with those
received by their colleagues working elsewhere in the country.

It seems that the intangible effects of 9 ⁄ 11 were felt elsewhere in the US. For
example, PTSD was not limited to those who experienced the 9 ⁄ 11 attacks directly
(Silver et al., 2002), although the actual levels of stress outside of New York are disputed
(Schlenger et al., 2002). In a small sample from Wisconsin, Krueger (2007) found that
9 ⁄ 11 increased sadness temporarily and decreased enthusiasm for at least seven days
after the attacks. In a nationally representative sample of Americans, Lerner et al. (2003)
found a heightening level of fear and anger amongst the US population following 9 ⁄ 11.
More recently, the terrorist attacks in London in 2005 (which killed 52 people) have
been shown to have negative effects on stress and have altered travel behaviour (Rubin
et al., 2005) and criminal behaviour through extra policing (Draca et al., forthcoming).

Despite these and a range of other studies, virtually no attempts have been made to
determine the effects of the attacks on the SWB of those outside of the attacked
country. In addition to this, this article helps to contribute to a small number of studies
in the SWB literature that provides a causal estimate of an event or an experience on
SWB. For instance, Frijters et al. (2004) report the exogenous impact German re-
unification had on East Germans’ SWB. Oreopoulos (2007) presents the causal effect
of a changing in the UK compulsory schooling law on life satisfaction. Powdthavee
(2010) estimates the causal effect of income on life satisfaction using exogenous vari-
ation of whether or not the respondent�s payslip is shown to the interviewer as an
instrumental variable. Overall, many SWB studies do not have or use exogenous vari-
ation in their variable of interest.
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2. Data and Empirical Strategy

2.1. Data

This study examines the effects of 9 ⁄ 11 on the level of mental distress of those living
in the UK. This study has two main strengths. First, we use a large longitudinal
dataset, consisting of approximately 10,000 individuals, which provides us with
strong statistical power to discern patterns whist controlling for individual hetero-
geneity and underlying trends. Second, 9 ⁄ 11 acts as an exogenous shock to the
randomised sampled population, which provides us with a very powerful quasi-
experiment.

The BHPS is nationally representative of British households and is conducted from
the month of September of each year (started in 1991). Respondents are interviewed in
successive waves and the sample has remained representative of the British population
since the early 1990s. For the study to be thought of as a quasi-experiment, the timing
of terrorist attacks need to be exogenous and largely randomly assigned in terms of the
BHPS interviews.1 The 9 ⁄ 11 attacks were clearly exogenous to the survey since many
respondents are interviewed in September each year but the date in September in
which they are interviewed is random.

The measure of mental distress used in this analysis is the 12 items from the negative
affect scale of the General Health Questionnaire (GHQ) (Goldberg, 1978). Respon-
dents are asked how often (on a four-point category scale) over the past few weeks they:
had lost sleep over worry; felt constantly under strain; felt they could not overcome
difficulties; been feeling unhappy and depressed; been losing confidence; been feeling
like a worthless person; were playing a useful part in things; felt capable of making
decisions; been able to enjoy day-to-day activities; been able to concentrate; been able
to face up to problems; and been feeling reasonably happy. The number of times a
person places himself or herself in the top two categories was given a one and then all
12 questions were added together to produce what is known as a Caseness measure of
mental distress, with the highest level of distress value scoring 12 and minimum distress
level scoring 0. This composite rating is a good proxy for the transient component of
moods (Watson and Clark, 1984) and has been used as a measure of SWB in recent
studies by economists (Clark and Etilé, 2002; Clark, 2003; Gardner and Oswald, 2007;
Blanchflower and Oswald, 2008; Jones and Wildman, 2008) and to value intangible
goods (Oswald and Powdthavee, 2008).

We consider three different subsamples for our analysis. The first unbalanced sub-
sample (Sample 1) includes all adult individuals who were interviewed between January
2000 and December 2001 (i.e. two overlapping BHPS waves). This initial subsample
includes 26,582 observations (15,944 individuals) of which 10,995 observations are in
2000 and 15,587 observations are in 2001. The additional 4,592 observations in 2001

1 Extract from personal correspondence with ISER individual: ‘‘The majority of respondents are inter-
viewed in the six–eight weeks from Sept 1st. There is then a rather long tail with diminishing numbers that go
into the new year. This is mainly due to refusal conversion, tracing and reissues to field . . . In terms of contact,
the instruction is to contact everyone within the first three weeks but this falls down if people are away on
holiday, have moved and need to be reallocated or traced or are non-contactable for some other reason (in
hospital etc) . . . Given the interview distribution I expect that most are called on within 4 weeks as many
interviewers set up their appointments in advance’’.
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come mainly from the booster sample included in the BHPS from Northern Ireland. In
addition to this, because the interview dates are random, some individuals ended up
having been interviewed twice in the same calendar year (e.g., person A may have been
interviewed for Wave 10 in January 2001 and then again in December 2001 for Wave
11). For this reason, we decided to drop these small numbers of individuals (approx-
imately 5% of the total sample) from our analysis but this does not impact on the
following results.

For the year 2001, our analysis separates the initial sample into two groups – the pre-
9 ⁄ 11 subsample (or the control group), which consists of individuals who were surveyed
between 1 January 2001 and 10 September 2001; and the post-9 ⁄ 11 subsample, which
consists of individuals who were surveyed between 12 September 2001 and 31
December 2001. The two groups are then tracked back to the smaller sample in year
2000 and given the same ID code (0 ¼ pre-9 ⁄ 11 ⁄ 2001, 1 ¼ post-9 ⁄ 11 ⁄ 2001), regardless
of whether they were also interviewed in the same period of time in 2000 as they would
be in 2001. So, for example, if person B was interviewed post-9 ⁄ 11 in Wave 11 of the
BHPS (e.g., 15 September 2001) but pre-9 ⁄ 11 in Wave 10 (e.g., 5 September 2000), he
will still be assigned a value of 1 in the �post-9 ⁄ 11� dummy variable for both years in the
panel.

For further regression analysis and to obtain more refined estimates of the 9 ⁄ 11
attacks on SWB, we consider the three-year period before and after the September 11
attacks (1998–2004). This gives us another unbalanced subsample (Sample 2) that
consists of 78,348 observations (16,333 individuals). And finally, a smaller subsample of
Sample 2 is considered for the balanced panel estimation – named Sample 3. This
consists of 37,149 observations, or 5,307 individuals who were present in all the BHPS
waves from 1998 to 2004. These estimates allow us to examine any selection effects in
the sample.

So, we have three samples that we will use for the analysis: Sample 1 – unbalanced
subsample (Sample 1) includes all adult individuals who were interviewed between
January 2000 and December 2001 (15,944 individuals); Sample 2 – seven-year unbal-
anced panel, which is three years before and after the September 11 attacks (1998–
2004) (16,333 individuals); Sample 3 – seven-year balanced panel, which is three-years
before and after the September 11 attacks (1998–2004) (5,307 individuals). Descriptive
statistics of Samples 1, 2 and 3 are shown in Appendix A. Individuals in the post-9 ⁄ 11
sample tend to report slightly lower levels of mental distress, are richer, have more
children, and are more likely to be cohabiting with a partner than those in the pre-9 ⁄ 11
sample. The reason why this is the case is unknown but it is important to control for
these characteristics.

2.2. Accounting for Selection Bias

We acknowledge that there may well be some selection bias involved in moving from
Sample 2 to Sample 3, as a number of contemporaneous shocks may have simulta-
neously affected the duration of the selected sample remaining in the BHPS and their
SWB. For this reason, a balanced panel estimate may not truly reflect the causal impact
of the 9 ⁄ 11 attacks on the level of mental distress of the total population. For instance,
one might postulate that that the most affected individuals of the 9 ⁄ 11 attacks may not

2011] F85D E S T R U C T I O N A N D D I S T R E S S

� 2011 The Author(s). The Economic Journal � 2011 Royal Economic Society.



want to be interviewed post-9 ⁄ 11 in 2001, which could bias the SWB responses post-9 ⁄ 11
downwards, that is the impact would be less negative if we do not account for this
attrition.

To correct for any selection bias from moving from Sample 2 to Sample 3, we
compute a Mills ratio using a selection variable that equals one if the individual is
observed in every year between 1997 and 2004, and zero otherwise as our dependent
variable in the selection equation. This balanced panel selection equation is estimated
on Sample 2, as shown in Appendix B, as a function of gender, education (two
dummies), age, age-squared, marital status (four dummies), number of children aged
under 16, labour force status (nine dummies), household income, year dummies (six
dummies), regional dummies (19 dummies) and the interviewer�s observation on
whether the respondent is cooperative at giving the interview or not. This last variable is
used to satisfy the exclusion restrictions, which is possible as the attrition rate should be
correlated with the interviewer�s perception about how co-operative the interviewees
are during the interview (i.e. people who do not seem to want to co-operate at t are
likely to drop out come t + 1), but should not be correlated with the timing of the
9 ⁄ 11 attacks.2

2.3. Empirical Strategy

Let Dit be the distress level of individual i at time t, �Post 9 ⁄ 11� be a dummy variable
denoting 1 if the individual was interviewed post-9 ⁄ 11 in 2001 and 0 otherwise (see
Section 2.1 for details), � Year ¼ 2001� be a dummy variable representing the year of the
9 ⁄ 11 attacks, ui is an individual fixed effects assuming to be uncorrelated with the
timing of the 9 ⁄ 11 attacks, and eit is a time-varying random shock. Here, we consider
the following simple difference-in-differences (D-i-D) approach to be estimated on
Sample 1 to approximate the causal effect of the 9 ⁄ 11 attacks on mental distress of the
UK population:

Dit ¼ aþ b1Post9=11it þ b2ðYear ¼ 2001Þt þ b3½Post9=11it � ðYear ¼ 2001Þt � þ ui þ eit :

ð1Þ

Given that the 9 ⁄ 11 attacks in 2001 were unanticipated and, assuming that in the
absence of the attacks Dit would have changed identically in the pre- and post-9 ⁄ 11
groups between 2000 and 2001, the parameter b3 will then represent the causal effect
of the 9 ⁄ 11 attacks on the mental distress of those interviewed between 12 September
2001 and 31 December 2001. More formally, in the absence of treatment, b3 would be
statistically indifferent from zero, that is the pre and post-9 ⁄ 11 SWB is the same in 2001
as in any other year (Meyer, 1995). In this case, an unbiased estimate of b3 can be
obtained by D-i-D as:

2 To clarify, the number of interviews after the 9 ⁄ 11 attacks did not slow down as a result of the attacks in
comparison with any other year, and the t-tests of the relative differences in the background variables between
the pre-9 ⁄ 11 and the post-9 ⁄ 11 groups were the same – in terms of statistical significances – in the years before
9 ⁄ 11 as well as in the years after 9 ⁄ 11.
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b̂3 ¼ D�D
Post9=11
2000�01 � D�D

Pre9=11
2000�01

¼ �D
Post9=11
2001 � �D

Post9=11
2000 � ð�DPre9=11

2001 � �D
Pre9=11
2000 Þ:

ð2Þ

Note that, for robustness checks, this approach can be extended to include multiple
time periods and multiple treatment groups, that is by applying equation (1) to
Samples 2 and 3. We can then estimate b3 by applying either OLS with clustering on the
personal identification, a random-effects model (RE), or a fixed-effects (FE) model to
(1). An ordered probit with random effects can also be applied to (1) to account for
the fact that the dependent variable is ordinally measured rather cardinally measured.
Finally, further specifications can also be introduced to (1) to account for the multi-
level structure of the data (i.e. two people can be living in the same household) and
serial correlations in the panel data, both of which will be described in more details in
the results section.

3. Results

Did the 9 ⁄ 11 terrorist attacks in the US raise the distress level for the UK population
in 2001? Table 1 takes a first look at this question by estimating a D-i-D model using
OLS, generalised least squares with RE, FE models, and an ordered probit with
random effects on the distress level of people surveyed in the BHPS. A naı̈ve esti-
mation for only 2001 is unlikely to produce the correct estimate of the September 11
attacks on mental distress because there is an increase in mental distress (or more
generally, a decrease in the SWB) each year as we go beyond September, peaking in
November.

We can see from Table 1 that the interaction coefficients between �Post-9 ⁄ 11� and
�Year ¼ 2001� are positive and statistically significant at least at the 5% level across the

Table 1

Mental Distress and the 9 ⁄ 11 Attacks – Unbalanced Panel BHPS 2000–1 (Sample 1)

Dependent variable: mental distress OLS RE OPROBIT-RE FE

Post-9 ⁄ 11 �0.141 �0.173 �0.063
(0.080) (0.075)* (0.042)

Year ¼ 2001 �0.109 �0.154 �0.048 �0.211
(0.075) (0.072)* (0.039) (0.076)**

Post-9 ⁄ 11 � Year ¼ 2001 0.173 0.215 0.084 0.272
(0.082)* (0.079)** (0.042)* (0.083)**

Constant 2.047 2.086 1.939
(0.074)** (0.069)** (0.022)**

N 26,582 26,582 26,582 26,582

Notes. OLS, ordinary least squares; RE, generalised least squares with random effects; OPROBIT-RE, ordered
probit with random effects. Mental distress (GHQ-12) takes a value of 0 ¼ no mental distress, 12 ¼ highest
level of mental distress. Post-9 ⁄ 11 takes a value of 1 for both years (i.e. 2000 and 2001) if the individual was
interviewed between 1 January 2001 and 10 September 2001 and 0 between 12 September 2001 and 31
December 2001. Base year ¼ 2000. Standard errors are in parentheses and, in the OLS case, are robust to the
clustering by personal identification. * and ** denote significance at the five and one percentage levels
respectively.
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three columns. The signs and qualitative trade-offs between coefficients are very similar
across the four models, suggesting that there is little difference to the interpretation of
the results whether one assumes cardinality or ordinality in the mental distress data
(Ferrer-i-Carbonell and Frijters, 2004). For OLS, RE and FE models, the point estimates
of the effect of the 9 ⁄ 11 attacks on mental distress are between 0.17–0.27, which is
approximately 7% of the standard deviation of the GHQ responses. This implies that
whilst there is a slight decrease in the level of mental distress between 2000 and 2001
for the control group (i.e. the pre-9 ⁄ 11), the post-9 ⁄ 11 group actually experienced a
statistically significant rise in the distress level between 2000 and 2001: the sum of the
coefficients between �Year ¼ 2001� and �Post-9 ⁄ 11 � Year ¼ 2001� in the generalised
least squares with random effects equation is 0.061, with a statistically well-defined
standard error of 0.031.

So, we find a negative impact of the 9 ⁄ 11 attacks on SWB as measured by the
GHQ. We have already shown that the GHQ is a composite measure of 12 subjective
states, so knowing what states are impacted upon by the attacks is very worthwhile.
Table 2 uses Sample 1 but replaces the overall GHQ with the 12 individual measures
(similar to the analysis of Huppert and Whittington, 2003). Table 2 shows that there
are four main domains of the GHQ that drive the impact of the attacks on SWB: less
capability to make decisions (GHQD); less enjoyment from day-to-day activities
(GHQG); less ability to face problems (GHQH); and less frequency of feeling happy
(GHQL). The 9 ⁄ 11 attacks had the largest impact on the more affective measures,
that is enjoyment and happiness, and these are the measures that are driving the
GHQ. The GHQL variable is more like the life evaluation question used in the
literature, whereas the GHQG variable is more like moment-to-moment experience
(Kahneman et al., 2004).

Nonetheless, for completeness, it is important to check the underlying trends of
mental distress between pre- and post-9 ⁄ 11 across many of the years; see a critique by
Bertrand et al. (2004). To satisfy one of the D-i-D conditions, it is pertinent for
researchers to show that, in absence of treatment, the differences between treatment
and control group would have remained constant over time (Meyer, 1995). We can
check whether this is the case for the 9 ⁄ 11 attacks by plotting the distress trends for the
control and the treated groups prior to 2001. Here, a three-year period before and
three-year period after the event (i.e. Sample 2 – unbalanced seven-year panel) is
chosen to generate the plot, although similar patterns (but with significantly smaller N)
can be obtained with longer leads and lags, and with the balanced panel.

We can see from Figure 1 that the average distress levels for both pre and post-9 ⁄ 11
groups follow a very similar trend in the years that precede 2001. The trend, however,
diverges in the year of the September 11 attacks. That is, there is a noticeable increase
in the average distress levels of those interviewed post-9 ⁄ 11 from 2000 to 2001, which is
consistent with the estimated ATEs obtained in Table 1.3

Table 3 incorporates multiple time periods and treated groups into the analysis by
estimating (1) on Sample 2, that is individuals observed between 1998 and 2004.

3 Although it is perhaps worth noting here another divergence in the trends again in 2003, which indicates
that there may well be other unobserved third variables that have not been controlled for pre and post-2001.
The robustness checks section will attempt to deal with this issue.
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Applying the generalised least squares with RE model on the seven-year unbalanced
sample (1998–2004) yields in column 1 of Table 3 a positive and statistically signifi-
cant ATE at the 5% level. This column adjusts for seasonality by including the
interviewed month dummies into the regression. This is to allow for the possibility
that individuals in the control group may have done their interviews pre- and post-
2001 in the doom and gloom wintry months, whilst those in the treated group may
have done their interviews in the relatively more cheerful autumn of the same year.
In addition to the seasonal dummies, column 1 also controls for the standard SWB
control variables (Clark et al., 2008; Dolan et al., 2008), including gender, age, age-
squared, log of real household income, as well as dummies for marital status, labour
force status, education, number of children and regions. With this full specification,4

Table 2

GHQ-12 Unpacked Regressions – Unbalanced Sample 2000–1 (Sample 1)

Dependent variable:
mental distress

Less able to
concentrate

Loss of
sleep

Less able to
play useful role

Less able to
make decisions

Post-9 ⁄ 11 �0.026 0.008 �0.035 �0.037
(0.014) (0.020) (0.015)* (0.013)**

Year ¼ 2001 �0.014 0.004 �0.019 �0.040
(0.015) (0.019) (0.016) (0.014)**

Post-9 ⁄ 11 � Year ¼ 2001 0.008 0.004 0.021 0.043
(0.016) (0.021) (0.017) (0.015)**

Constant 2.193 1.889 2.059 2.018
(0.013)** (0.018)** (0.014)** (0.012)**

Constantly
under
strain

More problem
overcoming
difficulties

Less able to
enjoy day-to-day

activities

Less ability
to face

problems

Post-9 ⁄ 11 0.009 0.028 �0.059 �0.037
(0.020) (0.018) (0.015)** (0.013)**

Year ¼ 2001 �0.010 0.046 �0.043 �0.023
(0.019) (0.018)* (0.016)** (0.014)

Post-9 ⁄ 11 � Year ¼ 2001 0.005 �0.037 0.058 0.039
(0.021) (0.020) (0.018)** (0.015)**

Constant 2.112 1.804 2.197 2.069
(0.018)** (0.017)** (0.014)** (0.012)**

Unhappy
or

depressed
Losing

confidence
Feel

worthless

Less frequency
of feeling

happy

Post-9 ⁄ 11 �0.001 �0.041 �0.005 �0.030
(0.021) (0.019)* (0.017) (0.015)*

Year ¼ 2001 �0.022 �0.030 �0.012 �0.033
(0.020) (0.018) (0.016) (0.016)*

Post-9 ⁄ 11 � Year ¼ 2001 0.027 0.034 0.009 0.044
(0.022) (0.020) (0.018) (0.017)*

Constant 1.919 1.732 1.444 2.047
(0.019)** (0.018)** (0.016)** (0.014)**

Notes. See Table 1. The responses range from 1. Not at all, . . . , to 4. Much more than usual. Hence, a positive
coefficient here denotes higher levels of mental distress. * and ** denote significance at the five and one
percentage levels respectively.

4 See Appendix C for Column 2�s other results.
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the ATE (�Post-9 ⁄ 11 � Year ¼ 2001�) continues to be positive and statistically
significant at the 5% level; the coefficient on the ATE is approximately 0.2, with
a well-defined standard error of 0.082. All of the coefficients on other ATEs
are now insignificantly different from zero. Estimating FE also yields a similar ATE
of 0.2.

So far in our analysis, we have been using the individual as the primary unit of
observation. One objection to this is that some observational units in the BHPS are
likely to share a household, which may have efficiency implications for the estimates
reported given the correlation in the unobserved factors determining SWB within
households (Powdthavee and Vignoles, 2008; Powdthavee, 2009). To account for the
hierarchical structure of how the data are constructed, (1) is expanded to include the
unobserved group effect at the household level as follows:

Diht ¼ aþ b1Post 9=11iht þ b2ðYear ¼ 2001Þt þ b3½Post 9=11iht � ðYear ¼ 2001Þt �
þ ui þ vh þ eiht ;

ð3Þ

where the subscript h denotes household as the secondary unit of observation, andvh

represents the unobserved group effect (or residual) for household. Typically, the
random parameter vh is assumed to be normally distributed: vh � Nð0; r2

hÞ: We can then
estimate (3) using a multilevel model (Goldstein, 2003). Nevertheless, ML (column 3 of
Table 3) continues to produce an ATE (�Post-9 ⁄ 11 � Year ¼ 2001�) that is both positive
and statistically well-determined. The effect of the 9 ⁄ 11 attacks on mental distress con-
tinues to be around 0.2 on the 0–12 GHQ Caseness scale.
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Fig. 1. Trends in Mental Distress Before and After the 9 ⁄ 11 Attacks – Unbalanced Panel BHPS
1998–2004 (Sample 2)

Note. This is an unbalanced panel. There were 1,048 individuals interviewed pre-9 ⁄ 11 (7,099
individuals post-9 ⁄ 11) in 1998; 1,449 individuals interviewed pre-9 ⁄ 11 (8,092 individuals post-
9 ⁄ 11) in 1999; 1,732 individuals interviewed pre-9 ⁄ 11 (9,263 individuals post-9 ⁄ 11) in 2000;
2,510 individuals interviewed pre-9 ⁄ 11 (13,077 individuals post-9 ⁄ 11) in 2001; 1,779 indi-
viduals interviewed pre-9 ⁄ 11 (9,973 individuals post-9 ⁄ 11) in 2002; 1,617 individuals inter-
viewed (10,037 individuals post-9 ⁄ 11) in 2003; 1,467 individuals interviewed pre-9 ⁄ 11 (9,205
individuals post-9 ⁄ 11). Year 2001 is the year of the 9 ⁄ 11 attacks.
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The last column of Table 3 explores the possibility that the estimation of (1) is subject
to a serial correlation problem. According to Bertrand et al. (2004), the most commonly
used dependent variables in D-i-D studies are typically highly positively serially
correlated, which could potentially severely upward bias the standard error of the ATE
(b3 in our case). To try and account for the serial correlation issue, we first estimate
in column 4 of Table 3 a generalised least squares with REs that also accounts for
an AR(1) disturbance. Allowing for a short-term serial correlation does not hugely
change our results in anyway; the estimated coefficient on the ATE for 2001 continues to
be positive and statistically significant at approximately 0.2, with a standard error of
0.078.

Nonetheless, as found by Bertrand et al. (2004), allowing only for an AR(1)
disturbance in the estimation of (1) may not be enough to counter the serial
correlation problem. To solve this problem, one solution advised by Bertrand et al. is

Table 3

Mental Distress and the 9 ⁄ 11 Attacks with Multiple Time Periods and Treated
Groups – Unbalanced Panel 1998–2004 (Sample 2)

Dependent variable: mental distress RE FE ML AR(1) Collapsed

Post-9 ⁄ 11 �0.138 �0.140 �0.154 �0.150
(0.074) (0.075) (0.074)* (0.064)*

Year ¼ 1998 �0.122 �0.078 �0.126 �0.130
(0.093) (0.112) (0.093) (0.095)

Year ¼ 1999 �0.159 �0.135 �0.160 �0.178
(0.086) (0.093) (0.085) (0.083)*

Year ¼ 2001 �0.143 �0.201 �0.146 �0.155 �0.066
(0.076) (0.083)* (0.076) (0.073)* (0.060)

Year ¼ 2002 �0.152 �0.214 �0.154 �0.149
(0.081) (0.102)* (0.081) (0.082)

Year ¼ 2003 �0.057 �0.112 �0.056 �0.068
(0.083) (0.124) (0.083) (0.085)

Year ¼ 2004 �0.146 �0.215 �0.144 �0.159
(0.086) (0.149) (0.086) (0.088)

Post-9 ⁄ 11 � Year ¼ 1998 0.080 0.068 0.086 0.089
(0.099) (0.101) (0.099) (0.101)

Post-9 ⁄ 11 � Year ¼ 1999 0.015 0.010 0.017 0.035
(0.092) (0.095) (0.092) (0.089)

Post-9 ⁄ 11 � Year ¼ 2001 0.202 0.237 0.203 0.216 0.193
(0.082)* (0.083)** (0.082)* (0.078)** (0.066)**

Post-9 ⁄ 11 � Year ¼ 2002 0.154 0.180 0.155 0.154
(0.088) (0.090)* (0.088) (0.089)

Post-9 ⁄ 11 � Year ¼ 2003 0.003 0.004 0.003 0.017
(0.089) (0.091) (0.088) (0.091)

Post-9 ⁄ 11 � Year ¼ 2004 0.115 0.111 0.112 0.131
(0.091) (0.093) (0.091) (0.094)

Constant 2.626 2.075 2.527 2.572 1.997
(0.256)** (1.332) (0.259)** (0.259)** (0.058)**

Control variables Yes Yes Yes Yes Yes
N 78,348 78,348 78,348 78,120 26,582

Notes. See Table 1. Control variables include month interviewed dummies, gender, age, age-squared, log of
real household income, as well as dummies for marital status, labour force status, education, number of
children and regions. Estimates on the control variables are reported in Appendix C. * and ** denote
significance at the five and one percentage levels respectively.
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to ignore the time-series information altogether when computing the standard error.
In other words, all we need to do here is to simply average the data in the three years
before the date of the 9 ⁄ 11 attacks, that is from 1998 to 2000, and rerun (1) on this
averaged outcome variable (pre-2001) and the distress level reported in 2001 in a
panel of time length equal to two. Running a generalised least squares with random
effects on this modified data produces a coefficient on the ATE for 2001 of 0.193,
with a statistically well-determined standard error of 0.066 (column 5 of Table 3).
What this implies is that our results continue to hold even when serial correlations in
the dependent variable have all but been taken into account.

Given the robustness of this result to alternative specifications, we can now look into
what type of individual was most impacted by the 9 ⁄ 11 attacks. Table 4 recalculates the
previous Table�s random effects estimation by age and gender group. Columns 1 and 2
split the sample by female and male, respectively. It is clear that the 9 ⁄ 11 attacks had a
detrimental impact on SWB for women but the detriment for men is not significantly
different. This sheds some light on the asymmetrical effects of large-scale terrorist

Table 4

Mental Distress and the 9 ⁄ 11 Attacks with Multiple Time Periods and Treated Groups by
Socio-demographic Groups – Unbalanced Panel 1998–2004 (Sample 2)

Dependent variable: mental distress Female Male Age<=35 Age>35

Post-9 ⁄ 11 �0.167 �0.102 �0.055 �0.193
(0.107) (0.100) (0.130) (0.090)*

Year ¼ 1998 �0.126 �0.115 0.117 �0.211
(0.134) (0.125) (0.194) (0.105)*

Year ¼ 1999 �0.168 �0.148 �0.073 �0.202
(0.124) (0.116) (0.170) (0.099)*

Year ¼ 2001 �0.249 �0.013 �0.097 �0.174
(0.110)* (0.102) (0.139) (0.090)

Year ¼ 2002 �0.204 �0.082 �0.036 �0.194
(0.116) (0.109) (0.152) (0.095)*

Year ¼ 2003 �0.180 0.100 �0.200 �0.001
(0.119) (0.112) (0.160) (0.097)

Year ¼ 2004 �0.185 �0.090 �0.099 �0.157
(0.123) (0.116) (0.172) (0.099)

Post-9 ⁄ 11 � Year ¼ 1998 0.051 0.109 �0.134 0.156
(0.144) (0.133) (0.202) (0.114)

Post-9 ⁄ 11 � Year ¼ 1999 �0.030 0.070 �0.164 0.113
(0.133) (0.124) (0.180) (0.107)

Post-9 ⁄ 11 � Year ¼ 2001 0.289 0.100 0.081 0.283
(0.118)* (0.110) (0.149) (0.097)**

Post-9 ⁄ 11 � Year ¼ 2002 0.158 0.144 �0.057 0.259
(0.127) (0.118) (0.164) (0.103)*

Post-9 ⁄ 11 � Year ¼ 2003 0.091 �0.108 0.120 �0.021
(0.128) (0.120) (0.170) (0.104)

Post-9 ⁄ 11 � Year ¼ 2004 0.129 0.094 �0.062 0.196
(0.131) (0.123) (0.181) (0.106)

Constant 2.939 0.000 1.554 6.033
(0.375)** (0.000) (0.600)** (0.475)**

Control variables Yes Yes Yes Yes
N 42,553 35,567 25,078 53,042

Notes. See Table 1. * and ** denote significance at the five and one percentage levels respectively.
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events for gender. Columns 3 and 4 split the sample by age (i.e. under and over 35s),
and it is clear that the attacks had a larger impact on the older rather than the younger
individuals in the sample.

As usual, one concern is that attrition in the panel could be problematic. People may
refuse to continue to participate in the rest of the panel if they are personally affected
by the 9 ⁄ 11 attacks (e.g., family involved in the attacks etc.), leading to an underesti-
mation of the true impact of the terrorist attacks on people�s well-being. This is that
people might leave the panel after the 2001 wave, and implies that people who are
relatively more adversely affected by the 9 ⁄ 11 attacks may have been non-randomly left
out from our unbalanced sample, leading to an overestimation of the coefficient. To be
sure that the results are not being driven by individuals in the unbalanced sample who
are in the panel only briefly, (1) is rerun in Table 5 on a smaller balanced panel (i.e.
Sample 3) using both RE and FE models. Note that, whilst the other year treatment
effects continue to be statistically insignificantly different from zero in both columns,

Table 5

Mental Distress and the 9 ⁄ 11 Attacks – Balanced Panel (Sample 3)

Dependent variable: mental distress RE FE

Post-9 ⁄ 11 �0.230
(0.124)

Year ¼ 1998 0.030 0.315
(0.207) (0.264)

Year ¼ 1999 �0.174 �0.044
(0.145) (0.166)

Year ¼ 2001 �0.548 �0.739
(0.205)** (0.225)**

Year ¼ 2002 �0.226 �0.444
(0.138) (0.209)*

Year ¼ 2003 �0.181 �0.490
(0.141) (0.275)

Year ¼ 2004 �0.169 �0.560
(0.131) (0.341)

Post-9 ⁄ 11 � Year ¼ 1998 0.096 0.080
(0.137) (0.137)

Post-9 ⁄ 11 � Year ¼ 1999 0.120 0.115
(0.137) (0.137)

Post-9 ⁄ 11 � Year ¼ 2001 0.435 0.446
(0.137)** (0.137)**

Post-9 ⁄ 11 � Year ¼ 2002 0.194 0.211
(0.137) (0.137)

Post-9 ⁄ 11 � Year ¼ 2003 0.045 0.061
(0.138) (0.138)

Post-9 ⁄ 11 � Year ¼ 2004 0.065 0.098
(0.138) (0.138)

Inverse Mill�s ratio 0.760 1.140
(0.646) (0.676)

Constant 2.386 -2.439
(1.703) (3.990)

Control variables Yes Yes
N 34,894 34,894

Notes. See Table 1. * and ** denote significance at the five and one percentage levels respectively.
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there is indeed a notable increase (more than 100%) in the estimated ATE (�Post-
9 ⁄ 11 � Year ¼ 2001�). Somewhat surprisingly, the estimated effect is larger in the
balanced panel in comparison with the unbalanced panel; the estimated coefficient in
the RE model is now 0.435, with a standard error of 0.137 and in the FE model, it is 0.44
with a standard error of 0.14. This result may be owing to the significant decrease in the
control group�s sample size (a 50% decrease from over a 1,000 observations in each
case, leaving just over 600 observations in each year of the balanced panel). It is also
these individuals who happened to experience an unanticipated sharp drop in mental
distress in 2001, thereby increasing the estimated ATE from 0.20 to around 0.43. As a
result, the balanced panel should be treated with caution. Nevertheless, the results
obtained in the balanced panel do control for panel attrition and seem to be consistent
with what have been obtained previously in the unbalanced panel, thus further sup-
porting our case. The inversed Mills ratio (obtained from the selection equation in
Appendix B) is also positive though statistically insignificant, thus suggesting that we
need not worry about the potential correlation between the attrition rate and mental
distress in our balanced panel estimation.

Table 6 moves on to explore whether the effect of the 9 ⁄ 11 attacks heightened or
dissipated in the few months that followed the event. To do this, we split the post-
9 ⁄ 11 group into four sub-samples: 12 September 2001–20 September 2001; 21
September 2001–30 September; 1 October 2001–31 October 2001; 1 November
2001–30 November 2001; and 1 December 2001–31 December 2001, and rerun them
using both RE and FE models on the balanced panel (Sample 3). We will just sum-
marise the FE results here although we find the same result with RE. It seems that the
greatest impact of the 9 ⁄ 11 attacks happened at the end of September rather than
just after the event, that is the ATE was 0.52 in late September but 0.33 in mid
September. This is consistent with the temporal aspect of the GHQ in that it asks for
people to self-report �recently� and not �currently�. The impact of the attacks in
October and November for this sample are significant (ATE was 0.48 and 0.49,
respectively) but, by December, the impact of the attacks seem not to have an impact
on people�s SWB.

So, how large was the effect of the 9 ⁄ 11 attacks on mental distress of the UK
population? Taking a conservative estimate of the ATE to be 0.2, this is roughly one-
third the size of the negative impact of widowhood; it is approximately 16% the size of
the mental distress brought about by unemployment. If we use the balanced panel
estimates, which have no attrition but a lower sample size, these estimates would
increase by at least double. This, therefore, clearly demonstrates the large impact of
large negative externalities have on the welfare of individuals in other countries.

4. Discussion

This study has shown that the 9 ⁄ 11 attacks in the US lowered the SWB of UK resi-
dents – by a GHQ well-being score of approximately 0.2–0.4. Comparing this mag-
nitude with other life events within our data is difficult since many events, such as
marriage or being unemployed, are not exogenous. Notwithstanding this, the mag-
nitude of the 9 ⁄ 11 effect is potentially worse than becoming divorced and about one
fifth the effect of being unemployed in the same sample using the same methods.
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Table 6

Mental Distress and the Post-9 ⁄ 11 Attacks by Month – Balanced Panel (Sample 3)

Dependent variable: mental distress RE FE

Post-9 ⁄ 11
12 September–20 September �0.232

(0.141)
21 September–30 September �0.228

(0.149)
1 October–31 October �0.258

(0.136)
1 November–30 November �0.008

(0.207)
1 December–31 December �0.112

(0.503)
Year ¼ 1998 0.025 0.303

(0.207) (0.264)
Year ¼ 1999 �0.176 �0.049

(0.145) (0.166)
Year ¼ 2001 �0.539 �0.722

(0.206)** (0.225)**
Year ¼ 2002 �0.225 �0.440

(0.138) (0.209)*
Year ¼ 2003 �0.179 �0.484

(0.141) (0.275)
Year ¼ 2004 �0.168 �0.555

(0.130) (0.341)
12 September–20 September � Year ¼ 1998 0.034 0.026

(0.158) (0.158)
12 September–20 September � Year ¼ 1999 0.037 0.034

(0.158) (0.158)
12 September–20 September � Year ¼ 2001 0.327 0.331

(0.158)* (0.157)*
12 September–20 September � Year ¼ 2002 0.183 0.186

(0.158) (0.158)
12 September–20 September � Year ¼ 2003 0.180 0.180

(0.158) (0.158)
12 September–20 September � Year ¼ 2004 0.181 0.194

(0.158) (0.158)
21 September–30 September � Year ¼ 1998 0.086 0.064

(0.165) (0.165)
21 September–30 September � Year ¼ 1999 0.135 0.128

(0.165) (0.165)
21 September–30 September � Year ¼ 2001 0.514 0.523

(0.165)** (0.165)**
21 September–30 September � Year ¼ 2002 0.195 0.205

(0.165) (0.165)
21 September–30 September � Year ¼ 2003 �0.072 �0.067

(0.166) (0.166)
21 September–30 September � Year ¼ 2004 0.065 0.083

(0.166) (0.166)
1 October–31 October � Year ¼ 1998 0.186 0.174

(0.150) (0.150)
1 October–31 October � Year ¼ 1999 0.196 0.193

(0.150) (0.150)
1 October–31 October � Year ¼ 2001 0.468 0.483

(0.151)** (0.151)**
1 October–31 October � Year ¼ 2002 0.200 0.225

(0.150) (0.150)
1 October–31 October � Year ¼ 2003 0.023 0.049

(0.150) (0.151)
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These are significant and robust effects. This research goes some way towards
demonstrating that the fear and psychological cost induced by terrorism is substantial
and might greatly exceed the discounted physical harm (Sunstein, 2003; Becker and
Rubinstein, 2004). This is because of the fact that �dread� makes up a significant part
of the risks from terrorism (Viscusi, 2009) and this especially true given that recent
media coverage has been dominated by the 9 ⁄ 11 attacks (Eisensee and Strömberg,
2007).

Whatever the precise scale the impact of 9 ⁄ 11 across the UK population, it is possible
that individuals in the UK were affected by 9 ⁄ 11 because they believed that such events
were more likely to happen in the UK in the near future, thereby increasing their fear
and uncertainty. Given Krueger and Laitin�s (2008) finding that terrorists are more
likely to attack wealthy countries, it seems natural for individuals in other wealthy
countries to be affected by terrorist attacks overseas. Indeed, the results from our study
support the Caplin and Leahy (2001) model where the events that caused the initial
fear and uncertainty took place in another country.

Table 6

(Continued)

Dependent variable: mental distress RE FE

1 October–31 October � Year ¼ 2004 0.015 0.058
(0.150) (0.151)

1 November–30 November � Year ¼ 1998 �0.135 �0.152
(0.229) (0.229)

1 November–30 November � Year ¼ 1999 0.024 0.019
(0.229) (0.229)

1 November–30 November � Year ¼ 2001 0.488 0.489
(0.234 )* (0.234 )*

1 November–30 November � Year ¼ 2002 0.152 0.176
(0.228) (0.229)

1 November–30 November � Year ¼ 2003 �0.030 �0.009
(0.229) (0.230)

1 November–30 November � Year ¼ 2004 �0.092 �0.047
(0.229) (0.230)

1 December–31 December � Year ¼ 1998 �0.057 �0.101
(0.560) (0.560)

1 December–31 December � Year ¼ 1999 �0.246 �0.267
(0.571) (0.571)

1 December–31 December � Year ¼ 2001 �0.659 �0.739
(0.592) (0.595)

1 December–31 December � Year ¼ 2002 0.635 0.582
(0.578) (0.581)

1 December–31 December � Year ¼ 2003 �0.001 �0.041
(0.578) (0.581)

1 December–31 December � Year ¼ 2004 �0.391 �0.401
(0.578) (0.582)

Constant 2.437 �2.441
(1.705) (3.991)

Control variables (including inverse Mill�s ratio) Yes Yes
N 34,894 34,894

Notes. See Table 1. * and ** denote significance at the five and one percentage levels respectively.
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We can only speculate about such issues here as there has certainly been little
discussion of the international spillover effects of security or terrorism. The United
States Congress Joint Economic Committee (2002) has suggested that some of the
largest costs of terrorism were the difficult to measure costs of added anxiety, stress
and psychological disorders associated with the increased threat of terrorism within
the US. This article has shown that these costs may have also been very significant
outside of the US.

University of Oxford
Nanyang Technological University
London School of Economics
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Appendix B. Instrumental Regression for
Selection Bias

Dependent variable: sample 2 into sample 3 Probit

Cooperation of the respondent
Good 0.049

(0.025)
Fair ⁄ poor �0.121

(0.055)*
Ln(real household income) 0.166

(0.015)**
Male �0.046

(0.023)
Age 0.035

(0.004)**
Age-squared ⁄ 100 �0.028

(0.004)**
Cohabiting �0.053

(0.034)
Widowed �0.072

(0.046)
Divorced �0.026

(0.044)
Separated �0.147

(0.061)**
Single �0.095

(0.037)**
First degree 0.054

(0.036)
Higher degree 0.022

(0.070)
Self-employed �0.039

(0.039)
Unemployed �0.301

(0.042)**
Retired �0.043

(0.039)
Maternity leave 0.155

(0.073)*
Family care �0.057

(0.037)
Student �0.381

(0.049)**
Disabled �0.304

(0.050)**
Government training �0.431

(0.139)**
Other employment �0.061

(0.088)
Number of children (aged <16) 0.033

(0.013)**

Regional dummies Yes
Year dummies Yes
N 78,120

Notes. Reference groups include cooperation of the
respondent: excellent, female, married, education: lower
than first degree, and full-time employment. Standard
errors are in parentheses. * and ** denote significance at
the five and one percentage levels respectively.
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Appendix C. The Coefficients on
Other Covariates (Column 2, Table 3)

Dependent variable: mental distress RE

Ln(real household income) �0.055
(0.018)**

Male �0.510
(0.034)**

Age �0.002
(0.005)

Age-squared ⁄ 100 �0.005
(0.005)

Cohabiting 0.020
(0.045)

Widowed 0.553
(0.064)**

Divorced 0.391
(0.061)**

Separated 1.299
(0.084)**

Single �0.008
(0.051)

First degree 0.126
(0.053)*

Higher degree 0.183
(0.106)

Self-employed 0.069
(0.052)

Unemployed 1.129
(0.058)**

Retired 0.296
(0.052)**

Maternity leave 0.525
(0.138)**

Family care 0.498
(0.048)**

Student 0.121
(0.062)*

Disabled 2.236
(0.063)**

Government training 0.437
(0.231)

Other employment 0.656
(0.136)**

Number of children (aged<16) 0.026
(0.017)

Interviewed months
February �0.045

(0.086)
March 0.087

(0.089)
April �0.015

(0.097)
May 0.034

(0.102)
September �0.074

(0.067)
October �0.010

(0.066)
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Appendix C. (Continued)

Dependent variable: mental distress RE

November 0.134
(0.068)*

December 0.049
(0.078)

Constant 2.626
(0.256)**

Regional dummies Yes
N 78,120

Notes. Reference groups include female, married,
education: lower than first degree, full-time employ-
ment and January (note that no interviews took place
between June-August). * <5%; ** <1%
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